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Neuroanatomical work of Golgi and Ramon y Cajal set the stage for the notion that nervous system operations arose from the interplay amongst its parts. While Golgi considered the brain as a continuous system (reticular), Cajal proposed what became known as the neuron doctrine, in which the elementary unit of brain function, the neuron, was an separable entity, but whose operations were dependent on its input from other neurons. These critical ideas grew in the company of emerging theories of brain function that emphasized the need for interaction between parts. In the early 1940s Warren McCulloch and Walter Pitts gave birth to modern neural network theories by proposing brain function to arise from the network action of binary neurons. Their network dynamics, though simple, resulted in remarkably general computational feats. Reinforcing the concept of network action, in his 1949 book *Organization of behavior* Donald Hebb proposed the modification of neural connections to be a function of their systematic usage and through such laid the basis for one of the most commonly used learning rules in neural nets. However, it is probably fair to say that the McCulloch-Pitts network model finds its place more appropriately in the lineage of artificial neural networks than in the understanding of the dynamics of biological systems. In subsequent developments, McCulloch-Pitts systems formed the basis for the two-layer “perceptrons” of Rosenblatt (1958), the symmetric Hopfield (1982) networks and Grossberg’s Adaptive Resonance Theory (ART) (1976), which extended the computational properties to permit object categorization, competitive learning and content-addressable memory (i.e. the system correctly yields an entire memory from any subpart of sufficient size). Parallel developments in the 1940s find their roots in the fields of electronic engineering and control system theory and culminate in the field of Cybernetics pioneered by Norbert Wiener. Cybernetics emphasizes regulatory feedback in living and non-living systems and as such connected functional and neural architectures in the field of neuroscience. Here architectures are composed of functionally defined interconnected components giving rise to teleological mechanisms and emphasizing the purpose of a process or behavior. The notions developed in
Cybernetics are closely interwoven with the thinking of other disciplines related to brain function, including radical constructivism in philosophy and autopoiesis (literally “self-creation”) in neurobiology advanced by Heinz von Foerster, Humberto Maturana and Francisco Varela among others. In the late 1960s, Cybernetics as a term was increasingly replaced by Self-organization and in the 1970s and 80s by Complex System Theory. One of the reasons is certainly the adoption of these notions by physicists and its consequent developments in pattern formation, nonlinear dynamics and non-equilibrium systems. Hermann Haken pioneered many of these concepts and summarized these in his seminal paper on Synergetics in Reviews of Modern Physics in 1975.

Empirical evaluation of brain networks took somewhat longer to develop. Though the idea of large-scale network operations was at the base of early ideas of nervous system operations (e.g., Bethe’s chain theory, Lashley’s ideas of mass action, Hebb’s cell assemblies), the technology was insufficient to really capture network dynamics in any quantifiable means. As physiological data were moved from paper storage to digital format, analytic methods sensitive to the dependencies of firing arose. Seminal works of Gerstein in 1970 and later with Aertsen in the late 1980’s provide the mathematical and theoretical foundation for the ideas of functional and effective connectivity – ideas that now are “household” terms in neuroscience. In the same period, the pioneering work of Gevins and colleagues, published in Science, showed the interplay of cortical sources measured with EEG in humans could be directly related to different stages in cognitive operations. While these works inspired continued development of network analytic methods in electrophysiology, the measure of brain network interactions has been most prolific in functional neuroimaging. Starting first with SPECT and PET, and then functional MRI, there was a new opportunity for comprehensive measures from most of the brain in persons performing a wide range of mental functions. Such data quantified distributed action to be brought to bear on network theories of brain operation. Authors in the current volume were among the first to explore network operations revealed in functional neuroimaging (Friston, Horwitz, McIntosh). The current state of the field has entire research programs geared specifically to methods of measuring brain network dynamics, with parallel advances in the quantification of the anatomical connectivity.

Contemporary brain theories are deeply rooted in the ideas of dynamic systems, self-organization and large scale connectivity. It is posited that brain function arises from the interaction of connected brain areas, in which functional differentiation is performed by the more peripheral areas, whereas the ensuing cognitive integration rests heavily on the large scale network action. The presence of local and global elements involved in brain dynamics poses novel constraints, unknown to the dynamics and pattern formation mechanisms encountered in physical and chemical systems. To uncover the mechanisms of brain function in networks with various local and global architectures is one of the major challenges we are facing these days.
Our Handbook arose from the fourth in a series of annual meetings focused on brain connectivity (http://www.hirnforschung.net/bcw/). These intense workshops brought together anatomists, physiologists, cognitive and, computational neuroscientists to discuss the current issues on how to integrate brain connectivity across structural and functional domains. Motivated by the discussions at this and the prior meetings, here we wish to provide an account of the current knowledge on the imaging, analysis and theory of the anatomical and functional connectivity of the brain.

The Handbook on Brain Connectivity would not have been possible without the outstanding contributions of the Handbook authors. All contributors are leading experts in various fields concerning structural and functional brain connectivity. In the first part of the Handbook, the chapters focus upon an introduction and discussion of the principles underlying connected systems in the brain. The second part introduces the currently available non-invasive technologies for measuring structural and functional connectivity in the brain. Part three provides an overview of the analysis techniques currently available and highlights new developments. Part four introduces the application and transfer of the concepts of brain connectivity to behavior, cognition and the clinical domain. We also wish to thank Arpan Banerjee, Ajay Pillai, Murad Qubbaj, Young-Ah Rho, Roxana Stefanescu and Maria Tassopoulos for their tireless editorial help. We are most grateful to Technical Editor Thomas Ditzinger at Springer Pulisher, who has been always available for guidance and advice during the creation of the Handbook.
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Part I

Principles Underlying Structural and Functional Brain Connectivity
The fluid nature of perceptual experience and the transient repetition of patterns in neurophysiological data attest to the dynamical character of neural activity. An approach to neuroscience that starts from this premise holds the potential to unite neuronal connectivity and brain activity by treating space and time in the same framework. That is the philosophy of this chapter. Our goals are threefold: Firstly, we discuss the formalism that is at the heart of all dynamical sciences, namely the evolution equation. Such an expression ties the temporal unfolding of a system to its physical properties and is typically a differential equation. The form of this equation depends on whether time and space are treated as continuous or discrete entities. Secondly, we aim to motivate, illustrate and provide definitions for the language of dynamical systems theory - that is, the theoretical framework that integrates analysis and geometry, hence permitting the qualitative understanding and quantitative analysis of evolution equations. To this end we provide a mini-encyclopedia of the basic terms of phase space analysis and a description of the basic bifurcations of dynamics systems. Our third aim is to provide a survey of single neuron and network models from a historical and pedagogical perspective. Here we first trace microscopic models from their birth in the 1950’s showing how the neuronal firing properties can be understood as a bifurcation in the underlying phase space. Then we review the spatiotemporal network dynamics, which emerges as a function of the networks anatomical connectivity.
change in neuroscience data, the study of dynamics uniquely permits an understanding of their causes. “Evolution” equations – which embody a system’s dynamics - form the basis of all major theories in the physical sciences, from Newton’s $F = ma$ to Schrödinger’s wave equation and Maxwell’s electromagnetic theory. There is no reason to believe that mathematical formalisms of neuronal dynamics won’t eventually underpin and unify neuroscience. Indeed, over recent decades, dynamical formulations of brain activity have become sufficiently advanced to give rough outline to a “unified theory of brain dynamics”. Such a theory will also inform studies of brain connectivity.

What is the origin of the brain’s dynamic character? During the 20th century, extraordinary progress was made in elucidating basic neurophysiological processes and their role in neural phenomena such as neuronal firing and action potential propagation. Incorporating these processes into a set of evolution equations yielded quantitatively accurate spikes and thresholds, leading to the Nobel prize for Hodgkin and Huxley. These equations are based upon the physical properties of cell membranes and the ion currents passing through transmembrane proteins. Extending this theory from a patch of cell membrane to whole neurons and thence to populations of neurons in order to predict macroscopic signals such as the electroencephalogram (EEG) is a dominant focus in this field today. Linking neuronal dynamics to theories of cognition also remains a major goal.

Dynamics has a spatial as well as a temporal character and this makes it relevant to the subject of this handbook, brain connectivity. It can be argued that all forms of information processing in neuronal systems can be understood as particular types of spatiotemporal dynamics and their bifurcations. With this in mind, our primary objective is to provide a “ground-up” overview of the dynamical approach to neuroscience. We also aim to overview some of the recent developments in this field, such as those that establish a link between statistics and dynamics and proposals that provide putative network-based cognitive mechanisms with a biophysical underpinning. Attempts to employ dynamics to unify neurophysiological phenomena are also covered. Section 4, dealing with macroscopic spatiotemporal dynamics, implicitly incorporates connectivity by way of its joint treatment of space and time.

Section 1 provides an overview of the central concept of dynamics - the “evolution equation” - and reviews the variety of forms that it can assume. In Sect. 2, we overview the mathematical concepts required to understand the behavior of such equations, with an emphasis on a geometric approach. In doing so, we also show how many of the stochastic approaches more familiar to neuroscientists are specific forms of dynamical systems when they satisfy certain stability conditions. In Sect. 3, we provide a taxonomy of key neuronal models – that is, particular forms of neuronal evolution equations, with an emphasis on small scale systems. Section 4 then focuses on large scale neuronal dynamics. We argue that there is a one-to-one relationship between modes of information processing in neuronal systems and their spatiotemporal
dynamics. Likewise, changes between such forms correspond directly with changes in the dynamics, mediated by a bifurcation or similar mechanism. The chapter concludes in Sect. 5 with some of the exciting recent developments in the field of neuronal dynamics and their putative links to other “hot topics” in neuroscience.

1 Evolution Equations: How to Make a Dynamical System

Evolution equations lie at the heart of dynamics. They state how a set of dynamical variables change in accordance with the underlying properties of the system they characterize. The most famous example of an evolution equation is Newton’s “second law of mechanics” which describes the acceleration of an object as $F = ma$. More technically this is written as,

$$\frac{dv(t)}{dt} = \frac{F}{m}, \quad \frac{dx(t)}{dt} = v(t)$$  \hspace{1cm} (1)

where $v(t)$ is the velocity of an object at position $x(t)$. The left hand sides (LHSs) of these equations express the temporal derivative – the rate of change of a variable. The right hand sides (RHSs) link these changes to the properties of the system. The goal of calculus is to understand the resulting evolution of these variables as a function of time. In (1), it is possible to find an explicit solution for the evolution of $x$ in terms of time,

$$x(t) = x(0) + v(0) t + \frac{Ft^2}{2m},$$  \hspace{1cm} (2)

where $x(0)$ and $v(0)$ are the ‘initial conditions’ of $x$ and $v$. Equation (2) allows us to know the exact future position of an object given its current state and any applied constant force. We can see that as time increases the RHS of (2) will be dominated by the quadratic term, $t^2$ so that an object subject to a constant force will be increasingly rapidly displaced. In more complex systems, as encountered in neuroscience, such explicit closed form solutions generally cannot be found. Moreover, their approximations are typically so cumbersome that understanding the nature of the dynamics from such algebraic equations is not straightforward. However, one may gain a deep understanding of the nature of a system’s dynamics without relying only on algebraic solutions. This can be achieved through the geometric approach to dynamical systems, outlined in Sect. 2, which unifies algebraic analysis and topology.

The essential requirements for an evolution equation are a set of evolving variables which we denote $Z(x, t)$ and a set of system parameters denoted $a$. The former represent the current states of properties such as transmembrane potentials, neuronal firing rates, extracellular field potentials, as they vary in time $t$ and position $x$. The parameters $a$ are those properties which
can be considered as static or change very slowly in comparison to the dynamical variables $Z$. Nernst potentials, conduction velocities and ion channel time constants are typical neural parameters. All of these variables are then combined with a “differential operator” – which introduces the crucial factor of change – and an algebraic expression – which determines how this change relates to the properties of the system – to form an evolution equation.

We now progress through the various forms that such equations can assume, from the simplest to the more complex. Exemplar neuronal models of each system are given in Sect. 3. Further suggested reading is provided where appropriate.

1.1 Difference Maps: Discrete Time and Discrete Space

The simplest form of determining the future state of a dynamical system from its present state is through a difference map,

$$Z(t + 1) = F_a[Z(t)],$$

(3)

where $t$ runs discretely as $0, 1, 2, \ldots$. Note that the subscript $a$ denotes the parameterization of $F$. The so-called “logistic” equation,

$$F_a[Z(t)] = aZ(1 - Z),$$

(4)

is a very well-known one-dimensional (scalar) example of a difference equation. The evolution of this relatively simple (quadratic) nonlinear equation is illustrated in Fig. 1.

The logistic map, and other simple algebraic forms, has been used extensively to elucidate basic, generic properties of nonlinear dynamics (Collet & Eckmann 1980, Cvitanovic 1984). They can exhibit a rich complexity even when the algebraic equations are simple as in (4). Examples of their use include elucidating the fundamental principles of chaotic dynamics (Guckenheimer 1987) and the transition from regular to chaotic motions (Feigenbaum

Fig. 1. (a) Logistic equation (4) with $a = 1.64$. (b) Resulting chaotic time series. Maps of this type have been used to study the basic properties of nonlinear systems. They have a less extensive role in modeling neural systems.
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These concepts are discussed and illustrated in Sect. 2, below. An excellent introduction to this fascinating field is given by Baker & Gollub (1990).

The spatiotemporal properties of nonlinear dynamics can also be studied within this framework, through the use of coupled difference maps,

\[
Z(x_i, t + 1) = F_a \left( Z(x_i, t), \sum_{j \neq i} H_c [Z(x_j, t)] \right)
\] (5)

where \(x_i\) denotes the spatial position of the \(i\)-th subsystem. The “coupling function” \(H_c\) introduces the activity from all other nodes into the dynamics of this node. The subscript \(c\) denotes the strength of the coupling influence and is traditionally normalized so that \(0 \leq c \leq 1\). Hence, if \(F\) embodies local neural dynamics, \(H\) incorporates the spatial characteristics of synaptic connectivity. Just as autonomous difference maps can be used to elucidate basic dynamical principles, coupled difference maps permit an understanding of the fundamentals of dynamic synchronization (Maistrenko et al. 1998). Often the influence of the local versus global dynamics can be linearly partitioned as,

\[
Z(x_i, t + 1) = F_a [Z(x_i, t)] + \sum_{j \neq i} H_c [Z(x_j, t)].
\] (6)

A fascinating, early example of a coupled difference-map neural model is that of McCulloch & Pitts (1943) which we discuss in Sect. 3. However, because of the discrete nature of time in difference maps, and the fact that their study has been characterized by using very basic algebraic expressions, they rarely figure in biophysical models of neural systems. On the other hand, they have been used extensively to study the basic properties of high dimensional nonlinear dynamics (Kaneko 1997), including the onset of synchronization amongst two or more subsystems (Ashwin et al 1997). Put another way, they are mathematically pleasing because they permit an analytic understanding of the universal principles of dynamics and synchronization, but limited in their value to neuroscientists because their simplicity prohibits one from identifying the relative contribution of particular physiological processes to specific dynamical behaviors.

1.2 Ordinary Differential Equations: Continuous Time and Discrete Space

One obvious step towards physiological realism is to make time continuous! This can be achieved by exploring neural systems, whose evolution is governed by an ordinary differential equation (ODE),

\[
\frac{dZ(t)}{dt} = F_a [Z(t)].
\] (7)

where as above \(Z(t)\) is a set of dynamical variables. This is the form of equation for most traditional neuronal models such as the Hodgkin Huxley
model in which case $Z_1 = V$ is the transmembrane potential and $F$ takes the form,

$$F_a[V(t)] = \sum_{ion} f_{ion}[V(t)] + I.$$  

(8)

The summation on the RHS is taken over all ion channels. For each ion species

$$\frac{df_{ion}(t)}{dt} = g_{ion}[V(t)]$$

represents the dynamics of the local voltage-dependent channel currents for each ion species. $I$ represents synaptic currents which flow through ligand-gated channels or via an experimentally introduced electrode. As with difference equations, spatiotemporal dynamics are achieved by employing a coupling function $H_c$ to introduce interdependence between systems,

$$dZ(x_i,t) = F_a \left( Z(x_i,t), \sum_{j \neq i} H_c[Z(x_j,t)] \right).$$

(10)

Hence, if (8) models the dynamics of a single neural system, (10) adds the interaction between two or more systems, creating a dynamic neural network. The ensemble is spatially discrete with a finite number $N$ of subsystems so that the subscript indices $i, j = 1, 2, \ldots, N$. As with coupled difference equations, it is often possible to bipartition the influence of the local and distant terms in (10) as

$$dZ(x_i,t) = F_a[Z(x_i,t)] + \sum_{j \neq i} H_c[Z(x_j,t)].$$

(11)

Such is the case when local recurrent axons and long-range afferents each project onto separate classes of neurons. In this case the long-range afferents are modeled as acting, through ligand-gated ion channels, via the synaptic currents. Hence,

$$dZ(x_i,t) = \sum_{ion} f_{ion}[Z(x_i,t)] + I(x_i,t),$$

(12)

where the induced synaptic currents,

$$I(x_i,t) = \sum_{j} H_c[Z(x_j,t - \tau_j)] + I_{external},$$

(13)

introduce the afferent inputs from other systems $Z(x_j,t)$ that arrive after a time delay $\tau_j$ - permitting finite speed axonal conduction. Because space is discrete, the time delays are also discretely distributed. Differential equations with time delays are treated thoroughly in the Chapter by Campbell. We only introduce them here because they are important in the conceptual transition from discrete to continuous space to which we now turn. A review of neuronal synchrony as modeled by coupled ODE’s is provided by Breakspear (2004).
1.3 Integrodifferential Equations: Continuous Time and Continuous Space

In the case where we wish to model the inputs to region \( x_i \) arising from a continuously distributed neuronal ensemble, we integrate the afferent induced currents (13) continuously over space,

\[
I (x_i, t) = \int_{\Omega} \int_{-\infty}^{t} h(x - x') H[Z(x - x', t - t')] dt' dx',
\]

where the spatial integration \( dx' \) is taken over the spatial domain \( \Omega \) of the neural system. Note that this also requires that we integrate over the (now) continuously distributed time delays, \( t' \). We have also partitioned the coupling function into two parts, \( H \) and \( h \). \( H \) determines which variables from any given system enter into the inter-system coupling, and how they do so. Typically \( H \) itself has two components, an “activation” function that converts local membrane potentials of the distant systems into firing rates \( \rho \) which then propagate outwards - and synaptic kernels \( \eta \) which model how these propagating action potentials influence post-synaptic potentials as they arrive,

\[
H[Z(x, t)] = \eta(t) \rho(Z(x, t))
\]

Specific forms of \( \eta \) and \( \rho \) are provided in Sect. 4. The coupling function \( h \) captures the spatial dependency of the strength of the afferent inputs. This function is also known as the ‘synaptic footprint’ (Coombes 2003) because it reflects the nature and density of synaptic connections as they change with the distance from their origin. Substituting the synaptic inputs (14) into the differential (12) and collapsing all local contributions into

\[
N[Z(x, t)] = \sum_{ion} f_{ion}[Z(x, t)]
\]

we obtain

\[
\frac{dZ(x, t)}{dt} = N(Z(x, t)) + \int_{\Omega} \int_{-\infty}^{t} h(x - x') H[Z(x - x', t - t')] dt' dx',
\]

an integrodifferential equation. It may be considered a general form of a neural mass model because the exact nature of the synaptic “footprint”, the activation function and the synaptic kernels remain unspecified. For example within this framework, it would be possible to use the precise form of the lateral inhibition that has been shown to allow sensory networks to be inherently tuned to particular spatial frequencies (Ratliff et al. 1969).
1.4 Partial Differential Equations: Continuous Time and Continuous Space but Constrained Connectivity

In some contexts, it may be preferable to express (17) with spatial and temporal derivatives only - rather than a combination of temporal derivatives with spatial and temporal integrations. Such differential representation is useful if the connectivity function $h$ is sufficiently simple, smooth and translationally invariant, because then only a few spatial derivatives are needed to capture the connectivity. For example, given appropriate forms of $h$ and $H$ (see sect. 4) (17) can be rewritten as a partial differential equation of the form,

$$\frac{\partial^2 Z(x,t)}{\partial t^2} + a \frac{\partial Z(x,t)}{\partial t} + b \frac{\partial^2 Z(x,t)}{\partial^2 x} + cZ(x,t) = (d + \frac{\partial}{\partial t}) \rho(Z(x,t))$$ (18)

The coefficients $a$, $b$, $c$ and $d$ depend on system parameters such as conduction velocities and the synaptic footprint parameter $\sigma$. Such an equation, expressing the evolution of neuronal systems, continuously in space and time, but with specific types of connectivity was first derived for macroscopic neuronal dynamics by Jirsa and Haken (1996, 1997) and Robinson et al. (1997). Pioneering work that led to this formulation started as early as the 1970s (Wilson 1973, Wilson & Cowan 1973, Nunez 1974, van Rotterdam et al. 1982). Comparing (11) and (18) we see that in the former, spatial coupling is introduced explicitly through the second term on the right hand side. In the latter, space enters the temporal dynamics through the (second order) spatial derivative on the left hand side. However, under certain conditions these two approaches can be equivalent.

1.5 Stochastic Differential Equations

All of the equations above capture the dynamical evolution of each of the values $Z$ of the system of interest. In the case of a microscopic system, these variables may include transmembrane potential and ion channel conductance of a small patch of cell membrane. Evolution equations, such as (11) and (18) may also describe neural systems in the mesoscopic (<mm) and even macroscopic (∼cm) scales. In such cases, the variables of interest represent mean values averaged over the appropriate scales. Such equations are hence known as mean field approximations. Before proceeding further, it is worth describing evolution equations which capture the dynamics for the entire probability distributions $p(x,t)$ rather than just the mean. Such models allow for stochastic inputs to a system which nonetheless obeys deterministic rules. They take the form,

$$\frac{\partial p(x,t)}{\partial t} = \frac{\partial ((f + s)p(x,t))}{\partial x} + \frac{w^2 \partial^2 p}{2 \partial x^2}$$ (19)

where $s$ represents the (stochastic) inputs to the system and $f$ is the form of the deterministic dynamics. As described in Harrison et al. (2005), the first
term of the RHS describes the evolution of the probability distribution under the influence of the inputs $s$ and the nature of the physiological system $f$. The second term describes the tendency of the distribution to disperse under the influence of the stochastic elements at rate $w$.

Whereas (11) and (18) are mean field equations, (19) is an example of a broader class of “neural field” equations, capturing the evolution of the entire probability distribution. There are a number of intriguing reasons to generalize neural evolution equations from mean field formulations to capture the evolution of the entire distributions. For example, consider two neural populations with the same mean membrane potentials, but where the second population has a larger variance. If the mean potential is below the threshold for firing, this difference in variance will imply that a greater proportion of neurons in the second population will be supra-threshold and hence firing (Fig. 2). These neurons, through local feedback, will in turn have a greater effect on the local mean membrane potential, driving it upwards or downwards—depending on whether the local feedback is excitatory or inhibitory. Put alternatively, modeling the entire distribution rather than just the mean permits the higher order moments of the neural states to interact (Harrison et al. 2005).

Solutions to (19) are possible only in very restricted cases. The development of numerical techniques—required to gain important insights into the dynamics—is a very active area of research. One important method in this vein relies upon a “modal decomposition”, whereby the entire distribution is truncated to a few low order modes. The very restricted case, reducing such an equation to the first moment—the mean—returns us to the mean

![Figure 2](image_url)  
*Fig. 2.* Two different distributions of neural membrane potentials, with the same mean states, will in general have different mean firing rates (arbitrary units)*
field formulations discussed above. In situations where higher order moments of the distribution (variance, kurtosis etc) are retained, the possibility exists for deep, but tractable representations of complex neuronal dynamics. Hence interactions between stochastic and deterministic processes, as embodied in (19) can be formally studied.

2 The Geometry of Dynamics: A Mini-Encyclopedia of Terms

In this section, we step back from a consideration of the forms that evolution equations can take and overview the crucial geometrical means of understanding them.

2.1 Basic Dynamical Concepts

As mentioned in the Introduction, nonlinear differential equations can be notoriously intractable with regards to exact analytic solutions. However, a thorough understanding of their dynamics is very often possible by combining analysis and geometry. In this Section, we provide the central defining terms through the exploration of some simple dynamical systems. In interests of brevity we have sought to explain the intuitive meaning of the terms, keeping technical definitions to a minimum. Most of these terms are given more formal definitions in standard dynamical systems textbooks (e.g. Strogatz 1994). Illustrated examples of all terms follow in subsequent sections.

For any study of geometry, we require a space in which to embed our objects of study. For evolution equations, a manifold fulfills this purpose. Put simply, a manifold is a space which can be locally stretched or deformed into a Euclidean space whilst having a variety of global shapes. Hence the local structure sustains the intuitive meaning of terms such as a neighbourhood (a ball of small radius) which are crucial for issues requiring a “distance”, well defined for Euclidean space. The global structure of a manifold, on the other hand, can be quite complicated, and may be ‘bounded’ (like the unit interval) or ‘unbounded’ (like the Euclidean plane), ‘simply connected’ (like a sphere) or not simply connected (like a torus). A differentiable manifold has the additional properties required to support differentiation. The planar surface, a torus and a sphere are differentiable manifolds. Although the properties of these spaces may seem trivial, a formal definition of a differentiable manifold must be able to support quite general dynamical systems. For example, the manifold of a partial differential equation has infinite dimension!

A phase space is a differentiable manifold whose axes are spanned by the dynamical variables \( \mathbf{Z} = \{Z_1, Z_2, Z_3, \ldots \} \) of an evolution equation. The topology ("shape") of the phase space is chosen to match the properties of these variables. For example, the plane \((\mathbb{R} \times \mathbb{R})\) is a suitable phase space for a system with two membrane potentials. For a system where the two variables